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1 Test for µ = µ0, w/σ2 known

Assume that Xi ∼ N(µ, σ2) are i.i.d, then the test statistic is

T (X) =
X̄ − µ0

σ/
√
n
∼ N(0, 1)

then under α significance level, we have the rejection region

Rα(T ) = (−∞, zα
2

) ∪ (z1−α2 ,∞)

2 Test for µ = µ0, w/σ2 unknown

Assume that Xi ∼ N(µ, σ2) are i.i.d, then the test statistic is

T (X) =
X̄ − µ0

S/
√
n
∼ tn−1

then under α significance level, we have the rejection region

Rα(T ) = (−∞, tα
2 ,df=n−1) ∪ (t1−α2 ,df=n−1,∞)

3 Test for σ2 = σ2
0

Assume that Xi ∼ N(µ, σ2) are i.i.d, then the test statistic is

T (X) =
(n− 1)S2

σ2
0

∼ χ2
df=n−1

and the α significance level rejection region is

Rα(T ) = (−∞, χ2
α
2 ,df=n−1) ∪ (χ2

1−α2 ,df=n−1,∞)

4 Equality of Variances σx = σy

If we have X1, . . . , Xn ∼ N(µx, σ
2
x) and Y1, . . . , Yn ∼ N(µy, σ

2
y), then under our

null hypothesis

T (X,Y ) =
S2
x/σ

2
x

S2
y/σ

2
y

=
S2
x

S2
y

∼ F(n−1)(m−1)

With α significance level, we then have the rejection region

Rα(T ) =
(
−∞, Fα

2 (n−1)(m−1)

)
∪
(
F1−α2 (n−1)(m−1),∞

)
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5 Equality of µx = µy, w/σx, σy known

If we have X̄ ∼ N
(
µx,

σ2
x

n

)
and Ȳ ∼ N

(
µy,

σ2
y

n

)
, then

T (X,Y ) =
X̄ − Ȳ√
σ2
x

n +
σ2
y

m

∼ N(0, 1)

6 Equality of µx = µy, w/σ = σx = σy known

If this is the case, we can pull the σx = σy = σ out from the above equation,
we will have

T (X,Y ) =
X̄ − Ȳ

σ
√

( 1
n + 1

m )
∼ N(0, 1)

7 Equality of µx = µy, w/σ = σx = σy unknown

If we have X̄ ∼ N
(
µx,

σ2
x

n

)
and Ȳ ∼ N

(
µy,

σ2
y

m

)
, then

T (X,Y ) =
X̄ − Ȳ

Sp

√
( 1
n + 1

m )
∼ tn+m−2

where, Sp is the polled sample standard deviation, the square root of of the
polled sample variance, defined as

S2
p :=

(n− 1)S2
x + (m− 1)S2

y

n+m− 2

8 Equality of µx = µy, w/σx, σy unknown

In this case, we have a messy formula for the degrees of freedom, the test
statistics that we use stays the same as above.

9 Equality of µx = µy for paired data

We set the H0 : µx − µy = 0, define D = X − Y , then µd = µx − µy. Notice
that µd = 0 ⇐⇒ µx = µy, then our test statistic is

T (D) =
D̄

sd/
√
n
∼ tn−1
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10 Likelihood Ratio Test

Define

Λ :=
maxθ∈Ω0 [L(θ)]

L(θ̂)
=

Restricted Likelihood

Unrestricted Likelihood

Denoting p = dim Ω = number of free var in the whole space, and d = dim Ω0 =
number of free var under our null hypothesis, we have

T (X) = −2 ln Λ
D−→ χ2

df=p−d

11 Likelihood Ratio Test for Equality of µx = µy
for Normally Distributed Random Variables

Consider i.i.d X1, . . . , Xn ∼ N(µx, σ
2
x) and i.i.d Y1, . . . , Ym ∼ N(µy, σ

2
y). Notice

that we have p− d = 2− 1 = 1 in this case, and the likelihood is

L(µx, µy) =

{(
2πσ2

x

)−n2 e− 1
2σ2x

∑
i (Xi−µx)2

}{(
2πσ2

y

)−m2 e− 1
2σ2y

∑
i (Yi−µy)2

}
by re-writing with H0 : µ = µx = µy, we have

L(µ) =

{(
2πσ2

x

)−n2 e− 1
2σ2x

∑
i (Xi−µ)2

}{(
2πσ2

y

)−m2 e− 1
2σ2y

∑
i (Yi−µ)2

}
Our test statistic is then

T (X,Y ) = −2 ln Λ = −2 ln
L(µ̂)

L(µ̂x, µ̂y)
∼ χ2

df=1

where we remind ourselves that µ̂x = x̄ and µ̂y = ȳ here and µ̂ is some wright-ed
average of x̄ and ȳ as below

µ̂ =

(
1

σ2
x/n

1
σ2
x/n

+ 1
σ2
y/m

)
x̄+

( 1
σ2
y/m

1
σ2
x/n

+ 1
σ2
y/m

)
ȳ

12 Chi-Square Test of Goodness of Fit

12.1 Known categorical probabilities
1 Suppose, X1, X2, . . . , Xk are the observed counts of category 1, 2, . . . , k re-
spectively. Then

(X1, X2, . . . , Xk) ∼ Mult(n, p1, p2, . . . , pk) where E[Xi] = npi(≥ 1),∀i

and our test statistic will be, in this case

T (X) = X2 =

k∑
i=1

(Xi − npi)2

npi

D−→ χ2
(df=k−1)

1This is usually used to test parameters.
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12.2 Unknown categorical probabilities
2 In this case, we have X1, . . . , Xk ∼ Mult(n, p1(θ), . . . , pk(θ)) and the test
statistic will then be

T (X) = X2 =

k∑
i=1

(
Xi − npi(θ̂)

)2

npi(θ̂)

D−→ χ2
(df=k−1−dim Ω)

where dim Ω is the number of params that need to be estimated to calculate
p1, . . . , pk.

13 Chi-square Test of Independence

Suppose that we have two categorical random variables X,Y . Let i = 1, . . . , a
and j = 1, . . . , b represent the categories of X and Y respectively. Let fij
represent the number of samples corresponding to the i-th of X and j-th of Y ,
notice that

∑
ij fij = n. Let Fij represent the random variable corresponding to

the cell at position (i, j). Let θij = P (X = i, Y = j), then we have To access the
null hypothesis, H0 : X ⊥ Y , we have P (X = i, Y = j) = P (X = i)P (Y = j),
so θij = θi.θ.j

3, and our statistics follows

F11, F12, . . . , Fab ∼ Mult(n, θ1.θ.1, θ1.θ.2, . . . , θa.θ.b)

By using the MLEs

θ̂i. =

b∑
j=1

fij/n

θ̂.j =

a∑
i=1

fij/n

we have our test statistic

T (X,Y ) = X2 =

a∑
i=1

b∑
j=1

(
fij − nθ̂.j θ̂i.

)2

nθ̂.j θ̂i.

D−→ χ2
df=(a−1)×(b−1)

Note. In performing such test, we need to calculate the expected count of
each slot and there is a neat formula for this

Eij =
i-th row total * j-th column total

grand total of the table
2This is usually used to test the fitting of a model. For example we wish to test if the

out come of a dice(with unknown probabilities) is binomial, we can estimate, using MLE, the
probabilities and the proceed as the previous case.

3The “.” here is a wildcard.
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14 Chi-square Test of Homogeneity

Let ni be the marginal total of X = i category, then we have
∑
i ni = n. Notice

that this is different from the test of independence above in the sense that we
are fixing marginal totals of all categories of X before hand. We wish to test
the hypothesis H0 : θj|X=1 = θj|X=2 = . . . = θj|X=a = θj . Using the MLE

θ̂j =

a∑
i=1

fij/n

we have our test statistic

T (X,Y ) = X2 =

a∑
i=1

b∑
j=1

(
fij − niθ̂j

)2

niθ̂j

D−→ χ2
df=(a−1)×(b−1)

Again, we calculate the Eij using the formula above. (and this is a coincidence.)

15 Discrepancy Statistic for Normal R.V.s

Consider X1, . . . , Xn ∼ N(µ̂, σ2
0) where σ2

0 is known. Define R = Xi− X̄, where
R ∼ N(0, σ2

0(1− 1
n )) then, the descrepancy statistic is defined as

D(R) =
1

σ2
0

n∑
i=1

R2
i =

1

σ2
0

n∑
i=1

(Xi − X̄)2 ∼ χ2
n−1

16 Simple Linear Regression

Consider the data set {(x1, y1), . . . , (xn, yn)} and we want to find the line that
fits the best for our set of data. Let the hypothetical line be y = b1 + b2x, then
we define

resi = (yi − b1 − b2xi) is the deviation of yi from the line

and to minimize
∑n
i=1 res

2
i we need

b1 = y − b2x

b2 =

∑n
i=1(xi − x)(yi − y)∑n

i=1 (xi − x)
2

17 Likelihood Method of Simple Linear Regres-
sion under Normal Distribution

First, there are several assumptions:
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• The conditional distribution of Y is assumed to be Normal, (Y |X = x) ∼
N(β1 + β2x, σ

2)

• The mean of Y is a linear function of X, E[Yi|X1 = xi] = β1 + β2xi

• The variance σ2 is a constant, var[Yi|Xi = xi] = σ2

• Let (x1, ..., xn) and (y1, ..., yn) be observed data of X,Y respectively

• Assume also that y′is are independent

then the likelihood function is

L(β1, β2, σ
2|data) = (2πσ2)−n/2e−

1
2σ2

∑n
i=1(yi−β1−β2xi)

2

which is maximized at
β̂1 = b1 = y − b2x

β̂2 = b2 =

∑n
i=1(xi − x)(yi − y)∑n

i=1 (xi − x)
2
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